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[|Abstract—This work introduces a Quality Assessment Frame-
work that provides researchers with the flexibility, consistency,
and scalability they need to evaluate and compare quality metrics,
promoting the reproducibility of results. The framework is open
source (Python) and currently has 11 visual quality metrics
that use 3 different libraries: Scikit-video, FFmpeg toolkit, and
PyMetrikz. It can be easily expanded to include more metrics
in the future and allows testing on several quality datasets. To
validate it, we tested it on two datasets and compared the results
with the results obtained by other authors in the literature. The
results are consistent with those reported by external studies.
With this evidence, new image/video metrics and datasets can
be integrated into this framework. This will allow researchers to
compare their methods with a wide number of quality metrics
on several datasets in a fast and efficient way.

I. INTRODUCTION

In recent decades, there has been a tremendous increase in
the popularity of multimedia applications, with 82% of Internet
traffic currently being video data [1]. At the same time,
these applications have been incorporated into human daily
activities. For example, video streaming and online gaming
are widely used for entertainment, while video conferencing
has become essential for remote work, especially during the
COVID-19 pandemic. Therefore, ensuring high levels of trust-
worthiness and Quality of Experience (QoE) is now critical to
guarantee the success of these applications. Since the success
or popularity of a service is correlated with the QoE of the
user, it is important to have tools to estimate the quality of the
signal on the client side [2].

Subjective experiments, in which human participants rate
the perceived quality of a set of test videos, are considered
the most accurate way to measure QoE. However, they are
expensive and time consuming and, therefore, hard to incorpo-
rate to real-time applications. A better alternative is the use of
objective quality metrics, which are computational algorithms
that estimate signal quality. Depending on the amount of
reference information (source) used, objective quality metrics
can be classified as Full-Reference (FR), Reduced-Reference
(RR), and No-Reference (NR) methods. FR methods require
the reference and processed signal to estimate quality, RR
methods require a small amount of the reference (e.g. attribute
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measures) and the processed content, and NR methods require
only the processed content. Currently, several objective quality
assessment methods have been proposed in the literature for
audio, images, and videos [3]. Therefore, it is often difficult
to compare their performance for different datasets and appli-
cations.

This paper presents a quality assessment framework to eval-
uate and compare different visual quality metrics (image and
video). The framework seeks to create a common and flexible
assessment pipeline for image and video quality metrics that
allows one to compare metrics fairly while promoting the
reproducibility of the results.

sectionRelated Works

The use of frameworks is an advancement in the develop-
ment of quality metrics. It allows faster training and testing of
metrics, as well as easier comparison of the results. Because
image and video quality assessment requires working with
large files, training and testing quality metrics can take a
long time. Therefore, a reduction in this time can represent an
important gain in productivity. In addition, a framework that
contains several quality metrics can facilitate the comparison
with the state-of-the-art. It is worth noting that software
frameworks have been developed in different areas of signal
processing. For example, in audio signal processing, Geraghty
et al. [4] implemented a platform for objective speech and
audio quality metrics.

In the evaluation of visual image and video quality, Murthy
and Karam [5] proposed a MATLAB-based framework. Al-
though MATLAB has been widely used in many engineer-
ing fields, its use has been outgrown by other program-
ming languages such as Python. By utilizing an open-source
programming language, our work facilitates the access and
reproducibility of different metrics. The Python languages
possess a large number of scientific libraries such as Numpy
and Matplotlib. These libraries facilitate the implementation of
quality metrics. Libraries such as Scikit-learn, Tensorflow, and
Pytorch present many tools for the implementation of machine
learning-based metrics. Garcia et al. [|6] propose a framework
for the quality assessment of video and audio content in
WebRTC applications. Their work focuses on the comparison
of FR metrics, simulating many network conditions. On the
other hand, our framework contains both FR and NR video
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Fig. 1: Block diagram of the Quality Assessment Framework.

TABLE I: Sample lines of a csv file used to run the framework.

refFile | testFile MOS | height | width
bus bus_dirac_1 0.914 1088 1920
bus bus_dirac_2 1.761 1088 1920
bus bus_dirac_3 2.545 1088 1920
bus bus_h264_1 -0.06 1088 1920
bus bus_h264_2 0.293 | 1088 1920
bus bus_h264_3 0.425 | 1088 1920
bus bus_h264_4 1.709 | 1088 1920
bus bus_mpeg2_1 0.037 1088 1920
bus bus_mpeg2_2 | 0.614 1088 1920

quality metrics. A broader selection of metrics allows for a
richer benchmarking of video QoE metrics.

II. FRAMEWORK DESCRIPTION

The purpose of this work was to develop a video quality
estimation framework that is easily scalable. With this goal,
the whole structure of the framework was assembled such that
it is possible to easily add new audiovisual objective quality
metrics, which makes the framework a conglomerate of several
quality metrics. This framework makes it easier to test and
compare objective quality metrics on several quality datasets.
The framework was developed using Python 3 programming
language. The software was developed on a Linux operating
system, using a container platform. The framework is easy
to install on shared computers or servers that can be easily
accessed by several users. The framework code is currently
availabld] but it is worth highlighting that the documentation,
as well as the organization of the codes and files, are not yet
finalized. In addition to Python libraries, such as Pandas and
Numpy, the framework also uses the FFmpeg toolkit.

Figure [I] depicts the various stages of the implemented
framework. To run the software for several quality metrics
and datasets, we first need to organize the quality datasets,
separating the source and processed video sequences into two
different folders. After separating the contents, we should
create a csv file in the same directory of the code, containing
the filenames of all the source and processed video sequences.
More specifically, each line of the csv file should contain the
filename of the source content, the filename of the processed
content, the mean observer score (MOS) provided by the
quality dataset, the height and width (spatial resolution) of the
video sequences, as shown in the example of the first lines of
a typical cvs file shown in Table [I}

https://github.com/Scholles007/Framework-for- Objective- Visual-Quality-
Assessment-FOVQA

Next, the user should build a json file that contains the
information necessary to run the framework. More specifically,
the file should contain the filename of the csv file, the format
of the videos in the quality dataset, the quality metrics to be
used, and the paths to the folders with the source and processed
video sequences. When running the framework, it is also
possible for the user to edit the original json file by adding ““-
edit” to the command line. Currently, 11 visual quality metrics
are included in the framework, but more metrics can be easily
added to the framework. These metrics were obtained from
three different sources: 5 are from the scikit-video library, one
(VMAF) from the FFmpeg toolkit, and 5 from the PyMetrikz
library]

The quality metrics taken from the Scikit library are: the
Structural Similarity Index (SSIM) [7]], the Multiscale SSIM
(MS-SSIM) [8], the Peak Signal-to-Noise Ratio (PSNR), the
Mean Squared Error (MSE), and the Naturalness Image Qual-
ity Evaluator (NIQE) [9]. With the exception of NIQE, which
is an NR image quality metric, all other metrics are FR
quality metrics. For FR quality metrics, the software uses both
source and processed contents, comparing them. However, for
NR quality metrics, the software will only use the processed
content to compute the predicted score.

The Video Multi-Method Assessment Fusion (VMAF) [[10],
[11] is an objective video quality metric developed by Netflix.
The metric targets videos processed with different video
codecs, different encoding configurations, or transmission pro-
tocols. To include VMAF in the proposed framework, it was
necessary to use the FFmpeg toolkit and a Python script to
call the VMAF code.

The last set of quality metrics was taken from the PyMetrikz
library, which is a Python package that implements vari-
ous quality metrics. The metrics included in the framework
are: Root Mean Squared Error (RMSE), Signal-to-noise ratio
(SNR), Weighted SNR (WSNR), the Universal Quality Index
(UQI) [12], and the Visual Information Fidelity (VIF) [13]].
These are all FR quality metrics. Since PyMetrikz was de-
signed for images, to make it work with videos, we imple-
mented the modifications depicted in Figure 2| The modifica-
tions consisted of first checking if the video format is yuv. If
s0, a conversion from yuv to avi format is performed using
FFmpeg. Next, we use the OpenCV library to separate video
frames into images in PNG format. Finally, we run PyMetrikz
for each of the frame pairs (source and processed), save these

https://gitlab.com/gpds-unb/pymetrikz
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Fig. 2: Block diagram for using the PyMetrikz-base image quality metrics to estimate the quality of videos.

Reference Video Reference Video in
-avi format
J ,, 0
—(8) G— v
OpenCV
Converting .yuv to .avi
video using FFmpeg Frame separator

Distorted Video Distorted Video in

-avi format

PNG frames of the reference video

PEEE @)

—> Ual Score
Frafe 1 Frahen Frafes Fraes B

——» SRN Score

———» RMSE Score

4B

] PyMetrix and Average Scores

———» WSNR Score

B B B @ L——» PBVIF Score

Frame 1 Frame2 Framed Frame 4

[a)

Frame

PNG frames of the distorted video

TABLE II: Table showing the output csv file for a set of quality metrics for a set of processed video sequences.

refFile | testFile MOS height | width | ssim | msssim | psnr mse vmaf | rmse | snr wsnr | uqi pbvif | niqe

bus bus_dirac_1 0.914 1088 1920 0.98 | 0.98 3543 | 19.12 | 96.57 | 0.025 | 26.79 | 36.87 | 0.54 | 0.94 12.06
bus bus_dirac_2 1.761 1088 1920 0.97 | 0.97 3336 | 30.63 | 84.86 | 0.031 | 24.90 | 32.68 | 0.46 | 0.87 12.57
bus bus_dirac_3 2.545 1088 1920 0.94 | 0.94 30.03 | 65.69 | 63.76 | 0.042 | 22.19 | 27.58 | 0.37 | 0.72 13.20
bus bus_h264_1 -0.06 1088 1920 0.99 | 0.99 37.06 | 12.97 | 99.49 | 0.019 | 29.00 | 42.20 | 0.62 | 1.00 11.34
bus bus_h264_2 0.293 1088 1920 0.98 | 0.99 36.40 | 15.09 | 96.26 | 0.021 | 28.20 | 38.27 | 0.56 | 0.97 12.10
bus bus_h264_3 0.425 1088 1920 0.98 | 0.98 35774 | 17.67 | 91.55 | 0.023 | 27.48 | 3599 | 0.52 | 0.95 12.20
bus bus_h264_4 1.709 1088 1920 0.96 | 0.97 3394 | 27.05 | 79.55 | 0.028 | 25.78 | 31.97 | 0.45 | 0.90 12.43
bus bus_mpeg2_1 | 0.037 1088 1920 0.99 | 0.99 37.03 | 13.12 | 99.90 | 0.020 | 28.75 | 4341 | 0.61 | 1.00 11.29
bus bus_mpeg2 2 | 0.614 1088 1920 0.98 | 0.98 3448 | 23.70 | 87.80 | 0.026 | 26.36 | 35.67 | 0.47 | 0.92 13.64
bus bus_mpeg2 3 | 1.5951 | 1088 1920 0.97 | 0.98 3279 | 35.07 | 7849 | 0.031 | 2490 | 32.66 | 0.42 | 0.88 13.59

TABLE III: Sample statistics output for IVPL [|14] Dataset.

Pearson | Spearman | Kendall | RMSE
ssim 0.573 0.642 0.471 0.549
msssim | 0.589 0.734 0.554 0.569
psnr 0.647 0.658 0.485 0.437
niqe 0.127 0.157 0.118 0.307
vmaf 0.608 0.611 0.462 0.518
rmse 0.609 0.644 0.491 0.289
snr 0.389 0.390 0.297 0.414
wsnr 0.704 0.706 0.526 0.435
uqi 0.124 0.211 0.176 0.388
pbvif 0.465 0.431 0.324 0.473

scores into an array, and average them to obtain a quality score
for the video.

The framework outputs the results of the metrics in the
same csv file informed in the json file. In the flow diagram
in Figure |1} there is a step to insert new columns into the
csv file. For each quality metric, a new column is added with
the output quality scores. But a new column is only added
if it is not already in the file. In the same way, only empty
spaces in the table are filled. In other words, the framework
does not recalculate the output values of processed videos. In
this way, if the execution of the program is interrupted before
it finishes the complete batch of metrics and video sequences,
the user can restart it and the program will resume where it
stopped. Table [l shows some rows of a sample output file,
where columns 6-16 correspond to the quality metrics tested.

After the framework has finished computing all quality
scores, it performs a statistical analysis, considering the sub-
jective quality scores provided with the quality datasets. The
following statistics are computed: Pearson’s linear correlation
coefficient (PLCC), Spearman rank order correlation coef-
ficient (SROCC), Kendall rank order correlation coefficient

Fig. 3: Example scatter plot for the WSNR metric for the [IVPL
Dataset.
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(KROCC), and the Root Mean Squared Error (RMSE) [15],
[16]. The outputs of the PLCC, SROCC, and KLCC metrics
range from O to 1, with values closer to 1 representing better
performances of the quality metrics. For the RMSE lower
values represent better performances. These statistics are saved
in a new csv file which contains the results of all the tests
performed. Scatter plots are also saved to illustrate these
results. Table [[TI] shows the output of the generated sample
statistics, while Figure [3] shows a sample scatter plot.

III. VALIDATION RESULTS

To verify whether the implemented framework delivers
reliable outputs, we compared the PLCC and SROCC values
obtained for two datasets with the results published in the




TABLE IV: Comparison between the statistics of the framework and of other works in the literature.

Database Metrics Helmrich et al. [17] Lin et al. [18] Wu et al. [19] Liu et al. [20] Framework
PLCC SROCC PLCC | SROCC | PLCC | SROCC | PLCC | SROCC | PLCC | SROCC
VMAF 0.729 0.752 0.761 0.754 0.729 0.752
SSIM 0.626 0.694 0.607 0.567 0.710 0.696 0.628 0.696
MSSSIM | 0.675 0.732 0.685 0.677 0.743 0.736 0.743 0.736 0.692 0.750
LIVE PSNR 0.539 0.523 0.573 0.414 0.539 0.523 0.537 0.518
NIQE 0.331 0.176 0.196 0.019 0.027 0.079
WSNR 0.667 0.635
UQI 0.391 0.410
PBVIF 0.383 0.409
VMAF 0.591 0.580 0.591 0.579 0.608 0.611
SSIM 0.570 0.635 0.819 0.804 0.689 0.685 0.573 0.642
MSSSIM | 0.546 0.574 0.828 0.791 0.595 0.579 0.710 0.706 0.589 0.733
IVPL PSNR 0.632 0.647 0.799 0.815 0.707 0.713 0.647 0.657
NIQE 0.395 0.235 0.301 0.245 0.127 0.157
WSNR 0.704 0.706
UQI 0.124 0.211
PBVIF 0.465 0.431

literature. The video quality datasets were the LIVE [ [20] and
IVPL] [14] datasets. Table [[V] shows this comparison. Notice
that the results obtained with the framework are very similar
to those obtained by other authors [[17]-[20]]. The NIQE metric
was the metric that presented the greatest divergence.

In Table [l the MOS column is completed using the DMOS
(Difference MOS) values obtained from the IVPL dataset.
DMOS is the difference between the reference and processed
mean opinion scores in a full reference test. This means that
the lower the DMOS value, the smaller the difference between
the quality of the reference and processed video and, therefore,
the higher the quality of the processed video (assuming the
video with the maximum quality is the reference video). We
can see that for all distortions, as we increase the reference
number (1, 2, 3, and 4) that corresponds to decreasing values
of bitrates, the DMOS value increases. This is illustrated in
Figure 4] which shows an original video frame and the 3
corresponding frames taken from MPEG2-compressed videos
with 3 decreasing bitrates (lines 10, 11, and 12 in Table .
Therefore, the tests in Table [l show that, for all metrics, as we
increase the distortion (or decrease the compression bitrate), as
expected, the final quality scores tend to decrease. In summary,
the framework fulfills its role of returning quality scores that
are consistent with the quality of the videos.

IV. CONCLUSION

In this paper, we introduce a framework for visual qual-
ity assessment. The framework was developed to provide
flexibility, repeatability, and scalability for researchers who
need to test and compare objective quality metrics on several
quality datasets. The framework was implemented in Python,
which is an open-source programming language with a large
number of libraries available. Currently, the framework has
11 visual quality metrics obtained from three different sources,
the scikit-video library, the FFmpeg toolkit, and the PyMetrikz
library. More metrics can be easily added to the framework.
We validated the framework by testing it on two datasets and

https://live.ece.utexas.edu/research/LIVE_APV_Study/apv_index.html
https://ivp.ee.cuhk.edu.hk/research/database.shtml

comparing the results (in terms of correlation coefficients) with
the results published in the literature. Future work includes
adding additional quality metrics and flexible input formats,
such as 3D and 360-degree videos.
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